
Velocity = 

Velocity + Alignment + Cohesion + Seperation
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Implemented:

Gravity        velo = velo + (0,-1,0)

Velocity Limitation     if (len(velo)) > x: velo = (velo/len(velo))*x

Object Avoiding      velo = velo + (myPos - objPos)

Sight Weighting      len(norm(boidPos-myPos) - norm(velo)) < sqrt(2)

Closeness Weighting    (boidPos-myPos)*(1/ len(boidPos-myPos))

Planned:

Genetic Programming
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OpenCL enables us to use the huge amount of cores on the 
GPU.
But we have to bear in mind some limitations.

 - same Instruction - Multiple Data
 - access to global memory is expensive
 - neighbouring data for neighbouring work items
 - limited memory storage
 - etc.

Due to the fact that my algorithm has an quad-
ratic complexity, to double the amount of boids 
will result in a quadruplication of the costs.
With OpenCL I was able to render over 4 times 
as much boids as with the standard algorithm. 
That are 16 times more calculations in the same 
time.
If I would use OpenGL directly without the 
Ogre Engine I would be able to use the OpenCL 
results without transferring them to the Host 
and back to the GPU again for rendering. So I 
could reach an even better result.


