
















 

 

 

 

 

 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



  

  

  

  

 

 

 

 

 

 







 

 

Limited budgets, tight timetables and ever higher quality demands put lots of pressure on today’s film 

and TV productions. Visual Effects processes are an integral part of almost any film production 

nowadays requiring special shooting practices to capture the data needed. The transition to digital media 

enabled the transfer of an increasing number of creative decisions to postproduction. For example, the 

creative color grading process at the finishing stage of a project grew strongly in importance enabling 

for ever more complex edits and image manipulation. Still the postproduction involves a lot of manual 

work, which makes high quality results time intensive and therefore expensive. More than ever 

productions face the challenge of getting more for less as complexity of production workflows increases.  

Against this background, light field photography is a technology that promises new workflow 

possibilities as well as creative possibilities and aesthetics. As technology develops and algorithms 

advance, light fields could be integrated in production workflows in the near future. This thesis presents 

possible applications and methods to integrate light field technology in film or TV production workflows 

of current standards. 

Current cinematic cameras only capture a 2D projection of the moving scene. With our attempt we are 

showing the highly practical use of having a richer scene representation while keeping in mind the 

quality requirements of cinematic visuals. By applying methods researched in the field of computational 

photography to a set of multiple views of a live-action scene, a variety of new possibilities emerge that 

used to be the domain of synthetic computer graphics only. For instance capturing depth-data, normal-

data, the ability to set focus after the shoot, realistic relighting of scenes and the opportunity to perform 

minor corrections of viewing-angles, camera position and even simulating different optics and camera 

backs after the scene has been shot would mean huge benefits for postproduction flexibility.  

Our goal is to bridge the theoretical roots of computational photography and practical every day 

production practices by presenting some applications in the context of selected scenarios that might 

ultimately increase efficiency and image quality. By doing this we hope to justify the use of multiple 

cameras and computational photography in order to capture a partial “lumigraph”1 or “light field”2 in 

future productions. The latter term is used here. Finally, the introduction of light fields also creates new 

creative possibilities and aesthetics that will be exciting to explore in the context of storytelling. An 



unconventional focus setup that can be set independently from the performance is just one aspect of the 

emerging field of computational cinematography.3 
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fPhong(l⃑, v⃑⃑) =
cd
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http://www.technologyreview.com/news/532001/how-magic-leaps-augmented-reality-works/
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